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Abstract

Text-as-data methods—techniques relying on the automated or semi-automated
analysis of text—have become increasingly prevalent in social science. This pa-
per discusses their potential for comparative policy analysis, a field in which
these methods have not been applied as extensively as in other areas. The
paper first applications of text-as-data approaches in comparative policy anal-
ysis. Then it focuses on the practical aspects of these methods, and specifi-
cally on the workflow involved in their application, such obtaining and storing
the data, pre-processing, and analyzing them with a range of automated and
semi-automated techniques. We conclude by highlighting the potential of text-
as-data methods for comparative policy analysis despite their relatively sparse
use so far.
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1 Introduction

Beyond the hype of Big Data, there is no doubt that, taken together, the internet and
computational social science tools have had a very significant impact on the kinds of
questions that social scientists can ask and answer successfully (Golder and Macy,
2014; Lazer and Radford, 2017). Text analysis holds a prominent place in these
developments, both because they have always been a primary data source for social
scientists and because they have become particularly plentiful and accessible with
relative ease in the internet age. The large amount of text available to researchers,
combined with new computational tools, have promoted the development of text-
as-data approaches in which texts are analyzed statistically with different degrees of
automatization. The promise of the approach is that they can both apply existing
theories to new data and uncover new phenomena that previously remained hidden
(Evans and Aceves, 2016).

Text-as-data approaches are becoming mainstream in political science (Grimmer
and Stewart, 2013; Lucas et al., 2015; Wilkerson and Casas, 2017). The focus of this
paper is on comparative policy analysis more specifically, a field in wich text-as-data
methods have not yet been applied widely despite their potential. The goal of the
paper is to offer an overview of existing applications and, especially, of the options
and workflow of text-as-data approaches for comparative policy analysis.

Section 2 discusses studies applying text-as-data methods in comparative policy
analysis. Section 3 first outlines the overall workflow and specific steps common
to all text-as-data project, and then presents three specific kinds of applications:
concept identification, classification, and discovery. We conclude by highlighting the
potential of text-as-data approaches for comparative policy analysis.

2 Text-as-data applications in comparative policy analy-
sis: an overview

Applications of text-as-data methods in comparative policy analysis are relatively
rare, despite their potential. For instance, the successful and influential Compara-
tive Agendas Project has continued to rely on manual coding to classify legislation
and other relevant texts into 21 major topics and 220 subtopics.1 Recent studies
relying on this approach include, for example, a large collaborative study of the link
between media coverage and parliamentary agendas (Vliegenthart et al., 2016). Au-

1https://www.comparativeagendas.net/pages/master-codebook, accessed March 7, 2018.
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tomated approaches have considerable potential for coding policy agendas, but have
yet to be applied systematically (Dowding, Hindmoor and Martin, 2016, 12–13). The
literature on discourse networks relies on text analysis to measure discourse coalitions
quantitatively through netwirk analysis Leifeld and Haunss (2012); Leifeld (2013);
Fisher, Waggle and Leifeld (2013); Fisher, Leifeld and Iwaki (2013). However, be-
cause the texts are coded qualitatively, the approach does not count as text-as-data
in the narrow sense, although there is certainly potential for integrating it.

Although text-as-data applications are not mainstream in comparative policy
analysis, there are a few notable exceptions.

Issue definition. Nowlin (2016) discusses how topic models can be used to
study how issues are defined and applies the approach to Congressional hearings
regarding used nuclear fuel. Gilardi, Shipan and Wüest (2017) apply topic models
to newspaper articles on smoking bans in US states and find significant differences
in how the issue was defined, both across states and over time. The Policy Frames
Project uses machine learning to track media tone and framing in a variety of areas
(Card et al., 2015, 2016).

Policy diffusion. In addition to identifying how the issue of smoking restrictions
is defined, Gilardi, Shipan and Wüest (2017) study how issue definitions diffuse across
US states, finding that practical aspects of smoking restrictions are more subject to
diffusion than normative rationales. Wilkerson, Smith and Stramp (2015) use a text
reuse approach to trace how ideas spread from one piece of legislation to the other.
Linder et al. (2018) show how the approach can be used to measure policy similarity
more in general.

Lobbying. Klüver (2013) applies Wordfish (Slapin and Proksch, 2008), a scaling
method, to measure the policy preferences of interest groups based on their submis-
sions in online consultation of the European Commission. Again using consultations,
Klüver, Mahoney and Opper (2015); Klüver and Mahoney (2015) use cluster analy-
sis to identify the frames used by interest groups as well as their determinants and
effectiveness.

Policy feedbacks. Flores (2017) uses a dictionary approach to measure the sen-
timent of tweets to identify how public opinion reacts to anti-immigrant legislation,
finding that the policy affected public discourse not by changing attitudes, but by
mobilizing people already critical of immigrants.

3



3 Text-as-data in practice

3.1 Overview

The unstructured nature of text data requires research strategies that differ in many
aspects from the usual quantitative approaches in policy analysis. In essence, quanti-
tative models of text are noisier, and consequentially require more emphasis on data
management, machine learning and unsupervised, exploratory analytical approaches.
Figure 3.1 shows the most essential steps of a text-as-data application, which will
be described more in detail in the following sections. A first aspect that is often
overlooked are the procedures to obtain the data. Then, researchers need to be
clear about how the documents should be preprocessed. Finally, different research
goals imply different methodological strategies, so researchers need to make the
theoretically and practically appropriate choices in terms of the methods applied.

Figure 1: Overview of text-as-data applications
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A very general topic that needs careful attention is validation. The concepts,
methods and measures to secure the validity of text-as-data applications are crucial,
which is why they will be discussed separately in the next section.

3.2 Machine learning

Automated text analysis is a highly insecure business. On the side of the prediction,
applications of automated text analysis mainly rely on statistical and/or heuristic
algorithms that retrieve information from bag-of-words representations – basically
word frequency distributions – of the original texts. This means that a lot of infor-
mation conveyed in text documents, from morphological information such as word
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order and word ambiguities to semantic information such as irony, metaphors or
double negatives, are often not included in the estimations.

The implications are, on the one hand, that all results of automated models of
language at best are useful approximations of the quantities of interest (Grimmer and
Stewart, 2013). On the other hand, it means that automated models of language
necessarily are highly domain-specific. Accordingly, there are no globally best meth-
ods for retrieving certain information from texts. The solution, of course, is what
usually is termed machine learning, i.e. to focus on a careful training and valida-
tion of the algorithms used. In contrast to the probably widespread popular opinion
that automation entirely replaces human judgement, human input remains key for
all applications of machine learning. As for supervised approaches, researchers need
to provide conceptually clear and empirically effective training labels. As for unsu-
pervised approaches, researchers need to synthesize results and translate them into
meaningful interpretations.

The general workflow of most applications of machine learning can be illustrated
as shown in figure 3.2. In supervised approaches, a training corpus needs to estab-
lished, which essentially means that the researchers need to manually assign labels
to a sample of the documents included in the analysis. The documents and labels of
this training corpus are then used for the training of the model. More specifically, the
model parameters are optimized by fitting the model first to the training data, which
consists of feature vectors – most commonly weighted word distributions – and the
a priori known labels. Speaking in the language of inferential statistics that may
be more accessible to researchers in comparative policy analysis, the documents are
transformed into independent variables, i.e. the feature vectors, and the model tries
to estimate their explanatory power for the dependent variable, i.e. the annotated
labels.

Such a trained model can then, on the one hand, be used to predict the labels of a
held-out set of the training data in order to validate the model. Such a development
of a model on the basis of a comparison with manually annotated data is often
also referred to as internal validation or out-of-sample evaluation, and the data used
for comparison is usually called the gold standard. The biggest challenge for this
validation is overfitting. Overfitting occurs if a model by change fits disproportionally
well to the training data, hence the validation will overestimate the models’ predictive
strength. To guard oneself from overfitting, cross-validation is recommended, which
means the repeated training and validation of a method on different samples of the
training data. On the other hand, the model can be used to predict outcomes on
previously unseen documents, which in most cases of course is the bulk of the data.
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Figure 2: Stylized machine learning workflow
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For unsupervised approaches, a model is directly applied to the features extracted
from the text data.

While internal validation is only possible for supervised text-as-data methods, the
predictive validation is available for both supervised and unsupervised approaches. In
this case, a sample of the estimated outcome can be compared to externally compiled
results. These external results can be manual annotations or automated estimations
on the same data of the already existing data such as dates of policy implementations
that can be used to validate results of classifications for this policy. For all options,
it is crucial that the validation is conducted completely independent from the actual
outcome. For example, the manual annotation of a randomly selected test sample
should be performed without knowing the predictions of the model of interest.

In any case, the validation of a text-as-data application is key to ensure its
reliability and replicability. Hence, the validity of the estimations should always be
quantified and reported in order to meet scientific standards. The most common
quantifications are based on counts of the true positives, false positives and false
negatives. True positives are cases recognized correctly in both the gold standard
and the held-out data set. Cases that are identified as false negatives are recognized
in the gold standard but not in the held-out data set. False positives, by contrast,
are recognized in the held-out data set but not in the gold standard.
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From these counts, we can compute the recall (R) and precision (P) of the test
data set compared to the gold standard as follows:

R = T rue positives
T rue positives+F alse negatives ; P = T rue positives

T rue positives+F alse positives

Hence, the recall indicates how often a label annotated by the gold standard
can also be identified by the method under concern. The precision, in contrast,
indicates how often the compared method is correct when it recognizes or annotates
a concept. The F1-score (F1), which is often indicated in text-as-data applications,
is the harmonic mean between precision and recall2:

F1 = 2xRxP
P +R

3.3 Workflow

3.3.1 Obtaining the data

The unheralded first step in text-as-data projects, the construction of a text corpus,
usually requires a lot of effort. This is because many documents of interest for
researchers in public policy are not easily accessible. For instance, it may come as
a surprise that about a third of the state legislatives in the United States do not
regularly publish their floor debates on the Internet. In some cases, it is simply a
question of accessibility, and can be resolved with contacting the database provider.
In other cases, however, there do not even exist digital versions of the documents
of interest. More often than not, historical archives have not been digitized, and
it is often these archives that are of particular importance to do diachronic policy
analysis. In this scenario, the only option is to climb into the archives, to scan the
documents and run an Optical Character Recognition (OCR) software on the scans.
Depending on the quality of the documents – e.g. the fonts’ sharpness and the
contrast between fonts and sheets –, this step can already require a lot of effort.

In addition, the terms and conditions of many database providers are often all
but conducive to large-scale text mining projects. First, the usual web interfaces
mostly do not allow bulk downloads of texts, either because it is explicitly prohibited
or because web scraping is too slow retrieve a large number of documents within
a reasonable time frame. Possible solutions are programmable interfaces (API) to
the providers’ database or that a special agreement for a one-time transfer of large
data can be negotiated. Second, text mining on the retrieved documents often is
prohibited. The same holds for the fact that most original data from commercial

2It is recommended to additionally weight the calculation of the F1-score by the distribution of
the labels in the held-out data set

7



database providers cannot not be published. Obviously, this runs contrary to both the
scientific principle of reproducibility and the open data policy of many publishers.
In practice, this is an extensive grey area, with one position arguing that almost
everything can and should be published anyway – e.g. that documents with one word
removed from the text do not count as original data anymore – and another position
only using where an explicit exception has been granted by the database provider
(Tennant et al., 2016). To mitigate any uncertainties, approaching the database
providers and transparently negotiating the terms of analysis and publication seems
the most promising way.3

As for the storing of the data, we would recommend a different infrastructure
depending on the capabilities and resources available to the researchers. Optimally,
a large text corpus should be stored in non-relational database such as ElasticNet
or MongoDB, which allow for an efficient storage as well as fast document searches
(Jatana et al., 2012). This set-up, however, needs particular IT-skills and a server
infrastructure that may not be available in every research team in comparative policy
analysis. An alternative, low-threshold solution is the storage of a corpus in single
text files that are a systematically stored in a folder tree (e.g. organized by source
and date of publication). This means longer times to load the corpus, but it may be
easier to keep an overview of the data for researchers not used to work with large
text data.

3.3.2 Preprocessing

Given the inherently unstructured nature of text data, it needs careful preparation
before it can be analyzed. This preprocessing of the text data can be presented
in three steps. In the beginning of preparing a corpus, researchers need to invest
in the standardization of the texts. On the one hand, several technical details
such as the standardization of character encodings4 and the extraction of meta-
data (publication dates, authors etc.) need to be clarified. On the other hand, the
relevant text passages, i.e. the units of observation, need to be defined. For example,
if parliamentary speeches are analyzed and members of parliament (MP) are the main
subjects of study, the full speeches can be defined as the unit of observation. If the
same MPs are to be analyzed in newspaper articles, in contrast, it can be helpful
to restrict the analysis to the paragraphs mentioning the MPs, leaving paragraphs

3Here, university bodies such as the central library can provide essential support.
4Especially if documents stem from different sources, the encoding may vary depending on

the operations systems and software programs used to process these documents. We recommend
to standardize texts into one of the most common encodings that also correctly encode special
characters such as German umlauts, e.g. utf8 or latin1.
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discussing other topics aside.

A further crucial aspect to consider during the first step of the preprocessing is
that most automated text analysis applications are language-specific. If documents
in more than one language are to be included in the same analysis, they can either be
translated into one language and then analyzed by one single model, or they should
be analyzed with separate models. The former has the advantage that one result is
estimated that holds for the whole corpus. Some semantic nuances of the texts such
as emotions, however, can be lost during the translation. 5 The latter, in contrast,
suffers from the problem that the results produced by the different models may not
be straightforwardly comparable.

The second step is the consideration of methods to the reduce the information
in the texts, i.e. to filter stop words6, punctuations and numbers. The rationale to
reduce this information is that not all text elements bear important information for
the word distributions used in the estimations. This also means that it will depend
on the task whether the removal adds value to the estimations. Punctuations, for
example, may only add noise for most estimations, but they have been found to
be useful in classification of emotions. Because of this uncertainty, it is generally
recommended to include all these methods into the machine learning workflow (see
below), and, accordingly, to test empirically whether they improve the estimations.
The method that generally is useful is to either stem or lemmatize the words in the
texts first7. For most languages beside English, lemmatization should be preferred
since there are many irregular conjugations and declinations.

Finally, researchers can also opt to enrich the text data by identifying the part-of-
speech (POS) of words, building n-grams (combinations of words ), and by extracting
information on the syntactical dependencies of the words in the texts. Such methods
can prove very useful to analyze short texts for which simple word distributions entail
not enough variance. Since they add more layers of basic information such as the
word order, they can considerably improve the estimations in some scenarios.

The preprocessing of the text data has a decisive influence on the results of all
the methods presented further below (Jurafsky and Martin, 2009). It is therefore
recommended to either extensively test the influence of every step or even better

5Although some political scientist trust standard machine translations for this task (e.g. Lucas et
al. 2015), our own experience tells us to be careful, and we at least recommend extensive qualitative
tests of such translations.

6Though there is no single universal list of stop words used by all natural language processing
tools, lists of stop words usually entail the most common words such as ‘and’ or ‘the’ in English

7Stemming means to cut word endings, lemmatization refers to the transformation of each word
into its basic form.
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to include the preprocessing parameters into the machine learning workflow (Denny
and Spirling, 2017).

There are several R libraries and python packages that include one or more of
the methods discussed. These are spacyR, TM, quanteda or udpipe in R as well as
NLTK, spacy and polyglott in python.

3.4 Applications and methods

Text-as-data applications – or text mining or statistical natural-language processing
– are one of the most fast-moving areas of political science methodology these days.
As the range of applications grows rapidly, it becomes difficult to keep track of all
developments. We suggest that the many different applications can be grouped ac-
cording to three different research goals: extraction of specific information (concept
identification), theory-driven allocation (classification) and inductive exploration of
the underlying dimensionality (discovery).

3.4.1 Concept identification

As already discussed, the goal of concept identification is to find and extract the
specific text passage that refers to the concept of interest. The concept of interest
thereby can be highly abstract such as the relevant political actors and institutions
in a specific policy area or rather straightforward such as the names of governors
of US states. In broad terms, concept identification methods can be separated into
dictionary-based approaches and named entity recognition. Applications of dictio-
naries8, i.e. the matching of keywords in the texts of interests, are sometimes sneered
for their simplicity. However, if the operationalization leads to a comprehensive set
of keywords that can unambiguously be mapped to a concept, such approaches are
highly reliable and efficient. A good example are names of politicians or political par-
ties, which are quickly compiled and mostly refer unequivocally to the actors under
concerns (see Wüest et al., 2016; Müller, 2015; Gilardi and Wueest, 2017). Senti-
ment analysis traditionally was also conducted using dictionaries of word polarities,
but these approaches are more and more replaced by supervised classifications. Tech-
nically, the matching of dictionaries can be implemented using Regular expressions,
which are part of the base distribution in both R and python.

A more complex set of methods to conduct concept identification is usually
8Depending on the literature, dictionaries are also referred to as ‘ontologies’, ‘lists’ or ‘gazetteers’

in the literature.
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termed Named entity recognition (NER). NER approaches are based on machine
learning, which means that specific concepts are recognized by a model using lin-
guistic rules and bag-of-words information from the word contexts of these concepts.
There are NER tools that are trained on such large corpora such as Wikipedia sites
(e.g. the Stanford NER or polyglott) that they can be applied off the shelf. Hence,
no dictionary has to be build when using NER tools, but they are usually only able to
detect a restricted set of concepts such as persons, locations, dates or organizations.
However, these mostly are the concepts researchers in comparative policy analysis
are interested in. The detection of locations, for example, can be used to assign doc-
uments to geographical units that are the subject of policy diffusion studies (Gilardi,
Shipan and Wüest, 2017; Ciocan and Wueest, 2017).

3.4.2 Classification

As already outlined, supervised classification tasks can be defined as a separate set
of text-as-data methods. Text classification can either be used to assign class mem-
berships, e.g. in which policy debate the documents of interest can be organized,
or to estimate class shares in documents, e.g. the relative importance of different
policy debates in the same documents (Jurafsky and Martin, 2009; King, Pan and
Roberts, 2013).

The set-up thereby is similar for every application. First, a training set needs to
be build, which mostly means manually labelling a sample of the data that needs
to be classified. Increasingly, researchers in political science also use crowd-sourcing
to build these training sets (Benoit et al., 2016). Then, a generative model is es-
tablished that has its parameters optimized using the labelled input and calculates
probabilities for documents to labels – in the case of membership assignments –
and labels to document collections – in the case of measuring shares. Popular algo-
rithms implementing such models are multinomial naïve Bayes (Conway and White,
2012), support vector machines (Meyer, 2012), regularized paths for generalized lin-
ear models (Friedman, Hastie and Tibshirani, 2010) and maximum entropy (Jurka
et al., 2013). Such models can be additionally optimized using bootstrapped training
and cross-validation, evaluating the best trade-off between false positives and false
negatives9, and building ensembles, i.e. classifiers that include several algorithms or
models and perform classification by a voting among them.

Furthermore, in many text-as-data projects classifications are necessary first steps
in order to compile the corpus of interest, since fuzzy text data collection require a

9Often denoted as optimization of the receiver operator characteristic (ROC).
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filter before the actual analyses (e.g. Wüest et al., 2016; Gilardi, Shipan and Wüest,
2017; Ciocan and Wueest, 2017). Software tools that allow several classification
tasks are quanteda, Readme and RTextTools in R and above all scikit-learn in
python.

3.4.3 Discovery

While supervised classification is a deductive exercise in which texts are grouped into
theoretically defined classes, models used to discover latent structures in the corpus
and place the texts within this hidden structure in principle are inductive approaches.

The most renowned approaches of models that discover latent information in
political science, e.g. ‘wordfish’ or ‘wordscores’ (Slapin and Proksch, 2008; Lowe,
2008), are trying to map texts as ideal points on ideological or issue-specific dimen-
sions (Lowe, 2013). Our own experience with these models is that they are rather
unstable, i.e. that need very careful text preprocessing, parameter tuning and testing
in order to be useful.

Another strand of latent variable models are generative mixed-membership mod-
els, mostly topic models using a variant of latent dirichlet allocation or non-negative
factor maximization in order to uncover the semantic structure of a corpus (Blei,
Ng and Jordan, 2003). Mixed-membership means that topic models are assuming a
multi-dimensional structure and that every document relates to every dimension to
a certain extent. A particularly useful variant is the structural topic model (Roberts
et al., 2014), which allows the prior distribution of documents and words over topics
to be influenced by covariates. For instance, this allows to measure how the top-
ics change over time in diachronic corpora or how the words significant to a topics
change according to the gender of the politicians described in the texts (Gilardi,
Shipan and Wüest, 2017; Gilardi and Wueest, 2017). Topic models can also be used
to explore corpora in order to uncover novel measures or research questions (see
Wueest, 2018).

Scaling can be conducted using the package austin or quanteda in R, topic
models can be run with gensim in python and stm in R.

3.4.4 New directions of text-as-data applications

We identify two directions in which text-as-data applications in policy analysis will
likely develop in the near future. Only very recently, political science methodologist
have begun to integrate the conceptual framework of causal inference into text-as-
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data models (Egami et al., 2018). While the estimation of causal effects on results
of concept identification and supervised classification approaches seems straight-
forward, the Stable Unit Treatment Value Assumption (SUTVA) poses particular
problems for unsupervised text-as-data models, since for such models, neither the
outcome nor the treatment is known. In these cases, Egami et al. (2018) suggest
to estimate the causal effects in sequential experiments, hence to split the data in a
similar way as in the training of supervised classifications.

Another relevant shift is likely occurring at the level of the preprocessing methods
as well as the algorithms used. As in the computer sciences, word embeddings and
artificial neural networks – or ’deep learning’ as it is often referred to – will likely
gain prominence in text-as-data applications in policy analysis as well (Mikolov et al.,
2013; LeCun, Bengio and Hinton, 2015).

4 Conclusion

The goal of this paper was to offer an overview of text-as-data methods for com-
parative policy analysis, a field in which they have been used less extensively than
in political science more generally. These methods have a very high potential to
develop new tests of existing theories and to uncover new aspects of policy making
that were previously very hard to study. We encourage scholars to invest time learn-
ing these methods and the comparative policy analysis community to offer training
to make the learning curve less steep.
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